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Predicting the age of an unknown offender is notoriously difficult for police profilers. These experts rely
solely on traces found on the crime scene and combine this information to deduce the exact events which
happened on the crime scene. Only afterwards they try to characterise the offender based upon the unassured
knowledge drawn from the crime scene. These statements on the offender are often based on asumptions
and lack certitude. However, an assured prediction on, for example, the offender’s age would prove very
useful to narrow the group of potential suspects.

We therefore compare the performance of several prediction techniques on a data set of sex-related homi-
cides. The applied techniques include linear regression, k-Nearest-Neighbour, regression trees, Random
Forest and Support Vector Machine. We evaluate each approach by its prediction power concerning the
offender’s age and account for the specific requirements of forensic data, namely the restricted access to
information via the crime scene and uncertainty of available information. Our results show, if and how the
police’s investigation could be enhanced by implementing one of these well-known prediction techniques.
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