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The SPRINT (Simple Parallel R INTerface) package allows R users to exploit High Performance 

Computing (HPC) easily. It is particularly targeted at biostatistians processing the ever increasing 

volumes of post-genomic data. SPRINT requires minimal HPC knowledge and minimal changes to 

existing R scripts.  

 

HPC is available in many forms from multi-core PCs to supercomputers. SPRINT is implemented using 

the MPI [1] standard, a parallel processing technology supported by a wide range of platforms. This 

ensures SPRINT can run and provide performance benefits on multi-core desktop PCs, shared memory 

platforms, clusters, clouds and supercomputers [2].  

 

Previous work has demonstrated extremely good performance and scalability for the SPRINT 

implementations of the R clustering (pam), permutation testing (mt.maxT) and Pearson correlation 

(cor) functions. In particular, the SPRINT implementation of permutation testing has close to optimal 

scaling on up to 512 processors on a supercomputer [3].  To address further analysis bottlenecks 

highlighted by the R user community [4], recent additions to the HPC functionality provided in 

SPRINT have included versions of the standard R apply and boot functions, the machine learning 

random forest function, and the general statistical analyses rank product function. 

 

This paper will present our investigation into the performance of the SPRINT parallel R functions on 

various HPC architectures including clouds.  
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