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The recent past has seen a great deal of research into categorical response models espe-
cially in the econometrics and behavioral literature. The most popular categorical response
models are the Multinomial Logit (MNL) and the Multinomial Probit (MNP). The choice
space for these models can be dichotomous (yes or no) or polytomous (e.g. points on a Likert
scale). When dealing with more than two choices, a trade-off comes out between numerical
tractability and model flexibility. In particular the more simple mathematical features of the
MNL model entail the validity of the Independence of Irrelevant Alternatives (IIA) assump-
tion. On the other hand, the adoption of the MNP model provides the maximum modeling
flexibility at a much higher computational price. In this paper we investigate the availability
and the accuracy of canned estimation algorithms for the multinomial models in the most
spread packages employed by the researchers at the Bank of Italy. Here we compare the clas-
sical Maximum Likelihood method along with the Markov Chain Monte Carlo (MCMC)
method available in the R package named MNP. A thorough comparison of the algorithms
available in the packages LIMDEP, R, SAS and Stata is provided along with accuracy
and performances indications. Preliminary results are quite insightful. As it is foreseeable,
the availability of a closed-form expression for the choice probabilities in the multinomial
logit model, shown in the following equation: Pr(yi = j|Xi) =

exp(Xi·βj+Cijλ)

ΣJ
k=1exp(Xi·βk+Cikλ)

, allows

the employment of stable and replicable algorithms. On the other hand the estimation of a
multinomial probit with Maximum Likelihood involves the integration of a multivariate nor-
mal distribution. This task is not numerically straightforward. Different packages provides
different answers and sometimes they don’t even provide an answer. R provides the MNP
package for fitting a Bayesian multinomial probit model with Markov chain Monte Carlo
methods (see Imai and van Dyk 2005) . SAS, STATA and LIMDEP fit the multinomial
probit model via Maximum Likelihood. Some empirical applications taken from the health
insurance and the travel mode choices are presented. It is shown how the employment of the
estimation algorithms for these models would benefit from the comparison with the imple-
mentation of the same algorithm in different packages and how helpful the comparison with
already available numerical benchmarks would be (see Econometric Benchmarks 2010).
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