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We describe our experience in deploying R on a large shared memory system, Nautilus (SGI UltraViolet), which 
has 1024 cores (Intel Nehalem EX processors), 4 terabytes of global shared memory, and 8 NVIDIA Tesla GPUs 
in a single system image. This system is part of RDAV, the University of Tennessee's Center for Remote Data 
Analysis and Visualization sponsored by the National Science Foundation as part of TeraGrid XD.

One of our goals on Nautilus is to provide implicit parallel computing for serial  R codes. Implicit parallelism 
automatically exploits multiple cores without changes to user code. Another goal is to provide an environment 
where users can effectively explore explicit parallelism through the use of many  R packages that have been 
developed recently for parallel computing.

For implicit parallelism, we report on Intel’s Math Kernel Library (MKL) and on the  pnmath package.  MKL 
includes a high performance multithreaded BLAS implementation. The pnmath package provides multithreading 
to many R math functions for operating on large vectors. We report on benchmark runs for many core count and 
vector size combinations, which we use for optimal speedup calibration. We observe speedups in excess of 600 
for some compute intensive pnmath functions when operating on large vectors.

In addition to reporting on specific BLAS and pnmath functions, we include R Benchmark 2.5 and some of its 
modifications. If time permits, we also mention experiences with RDAV center customers and some packages for 
exploiting explicit parallelism.
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