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Agent-Environment Interface

Source: Sutton & Barto, 2001
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Markov Decision Process
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Dynamic Programming
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Bellman Equation
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Bellman Optimality Equation
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Value Iteration
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Policy Iteration
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Reinforcement Learning
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Temporal Difference Learning
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Q-Learning
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Linear Architectures
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Least Squares TD Learning
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Examples of RL in Finance

Performance Functions and Reinforcement Learning for Trading Systems and 
Portfolios. 

John Moody, Lizhong Wu, Yuansong Liao & Matthew Saffell. Journal of 
Forecasting, Volume 17, Pages 441-470, 1998. 

Intraday FX trading: Reinforcement learning vs evolutionary learning. 

M. A. H. Dempster, T. W. Payne, & V. S. Romahi. Working Paper No. 23/01, 
Judge Institute of Management, University of Cambridge, 2001.
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Advantages of RL in R

•Vectorized Programming

•Flexible, Interactive Simulation Environment

•Wide Range of Possibilities for Linear Basis Functions

• Interface to Existing Packages: HMMs, SVMs, GAs,      
Neural Networks
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