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Markov decision processes (MDP), also known as discrete-time stochastic control
processes, are a cornerstone in the study of sequential optimization problems that
arise in a wide range of fields, from engineering to robotics to finance, where the
results of actions taken under planning may be uncertain.

An MDP is characterized by mappings for a set of states, actions, Markovian
transition probabilities, and real-valued rewards within the process. An optimal
planning solution seeks to maximize the sum of rewards over states under some
decision policy for state-action pairs given updated transition probabilities.

The concept of dynamic programming was introduced by Bellman and is a clas-
sical solution method for approaching MDPs, however, in practice, the applicability
of dynamic programming may be prohibited by the sheer size of underlying state
spaces for real world problems – Bellman’s so-called ”curse of dimensionality” –
for whereas a linear program representing an MDP can be solved in polynomial
time, the degree of the polynomial may be be large enough to render theoretical
algorithms inefficient in practice.

In addition, many problems do not allow for direct observations of the state space
or reward functions, but rather only of some noisy information about the current
state. These so-called partially observable MDPs constitute a class for which exact
solutions may only be found efficiently for the smallest of state spaces.

Reinforcement learning extends Bellman’s equations and other approaches to
methods which employ robust function approximations, in order to make solutions
for MDPs and POMDPs computationally tractable, and many of the wide variety
of these approaches leverage statistical methods, including least squares regression,
Monte Carlo methods, simulated annealing, and Markov chain methods, available
in many R packages.

We demonstrate dynamic programming algorithms and reinforcement learning
employing function approximations which should become available in a forthcoming
R package. We highlight particularly the use of statistical methods from standard
functions and contributed packages available in R, and some applications of rein-
forcement learning to sequential stochastic processes.
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