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Abstract. The development of efficient algorithms for sparse linear algebra has
significantly expanded the frontiers of statistical computation. This is particu-
larly true of non-parametric regression where penalty methods for additive models
require efficient solution of large, sparse least-squares problems. Sparse methods
for estimating additive non-parametric models subject to total variation roughness
penalties will be described. The methods are embodied in the R packages SparseM
and nprq.

Models are structured similarly to the gss package of Gu and the mgcv package
of Wood. Formulae like

y ∼ qss(z1) + qss(z2) + X

are interpreted as a partially linear model in the covariates of X , with nonparametric
components defined as functions of z1 and z2. When z1 is univariate fitting is
based on the total variation penalty methods described in Koenker, Ng and Portnoy
(1994). When z2 is bivariate fitting is based on the total variation penalty (triogram)
methods described in Koenker and Mizera (2003). There are options to constrain the
qss components to be monotone and/or convex/concave for univariate components,
and to be convex/concave for bivariate components. Fitting is done by new sparse
implementations of the dense interior point (Frisch-Newton) algorithms already
available in the R package quantreg.
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